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Abstract. Doctor is one of the medical staff who is needed by the community in implementing health in 

Indonesia. Some provinces in Indonesia have different populations and doctors, an analysis is needed to 

maximize the number of doctors to the population. In this research, the K-means method was used to divide the 

cluster into the number of doctors needed and the chi-square method to final testing for the result of clustering. 

This research will provide results on areas that need to increase the number of doctors or do not need to add 

additional doctors in Indonesia. Using of the K-means clustering method and chi-square test for doctor analysis, 

giving results of accuracy which is 78%. 
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1  Introduction 

The uneven distribution of medical personnel has a 

detrimental effect on the community, a lack of quality 

health services that will make people not get maximum 

health facilities, such as treatment, examinations, and 

health services. Doctors are one of the medical personnel 

that is very much needed in public health. 

Data mining seen from data processing provides 

some algorithms that can be used to extract hidden 

information from multidimensional data sets [1]. The 

data mining algorithm that is quite popularly used both 

in the business, academic, industrial and health research 

is K-means. K-means clustering algorithm is one method 

of non-hierarchical clustering data, it carries out data 

into groups data establish from one cluster or more. Data 

are grouped in one cluster if data has the same 

characteristics and other that data are grouped with other 

clusters so data in one cluster have a small level of 

variation [2]. 
 Clustering is often used to divide some data into 

groups that have similar values. The results of data in 

each group are called clusters, clusters consist of several 

data that are similar in the distribution of data for each 

cluster judged based on the value of the attribute and 

value of the object. Calculations used to determine 

cluster values usually use distance calculations [3]. 

Chi-square is of the non-parametric methods to 

compare many people or responses within a category 

level with a hypothetical or expected value [4]. Chi-

square can be used to assess how close a theoretical 

distribution, normal and binomial or according to 

empirical distribution, distribution obtained from data 

[5]. 

Using the K-means clustering method is to divide the 

data into several clusters and to simplify managing data. 

Chi-square method is used to test the results of each 

cluster, the results of the chi-square test are used to 

automatically label each cluster. 

 

2  Methods   

The data includes the name of the province, population, 

number of general practitioners, number of specialists, 

number of dentists and number of specialist dentists. The 

information system was created from this data and this 

research also used some method. 

2.1 Data Mining 

Data mining is a computer-based information system 

(CBIS) aimed at scanning large repository data, 

generating information, and finding knowledge. Data 

Mining also can be used to find out patterns, regulate 

hidden information relationships, structure association 

rules, estimate unknown items and clarify values on 

objects. Data mining techniques are designed to 

processes identify and interpret data for understanding, 

concluding, and designing strategies based on these 

results [6]. The data mining method is becoming popular 

in the healthcare field, it has an analytical methodology 

of efficient for detecting valuable information in health 

data [7]. 
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2.2 K-means Clustering 

The clustering methods for segmented data and the most 

used is the K-means clustering method, also known as 

‘Forgy’s algorithm’ [8]. K-means is often used to 

process a large of data to be representative data, which is 

called as cluster centers. Processing K-means is to 

calculate repeated data until the error does not change 

and give the final result. 

The process of K-means is shown in Fig 1, before 

calculating the distance of each cluster from the center of 

cluster to the nearest cluster, is to determine the number 

K and set the center of the cluster based on value of K. 

The new cluster center is calculated for the distance until 

the data give the final result [9]. 

 

 
 

Fig. 1. K-means Clustering Flowchart 

Measuring the distance in Euclidean space (space 

distance) using the formula. 
 

 =                   (1) 

 

d is the distance between i and k, i is the cluster central 

data, k is the data on the attribute, ij is data at the center 

of the cluster and kj is data on each data to i. 

2.3 Analysis of the Need of Doctors 

Analysis of standard doctor staff can be calculated using 

the medical personnel analysis formula. The formula for 

calculating the standard analysis of doctors is: 

      (2) 

 

TM is the need for medical personnel, p is the area 

population and  is ratio index. 

2.4 Chi-Square 

Chi-square is a statistical technique used to test 

hypotheses if in a population consisting of two or more 

classes where the data is nominal and the sample is 

large. To analyze the disparity of physicians, it is 

necessary to use a chi-square test. The formula of chi-

square to do a disparity analysis is: 
 

                    (3) 

 

𝒳2 is value of chi-square, Fo is value of observed and Fh is 

value of predicted. 

2.5 Research Procedures 

Fig 2 shows the research procedure, for a detail 

explanation about each step can be seen on the 

subsection. 

 
 

Fig. 2. Research Procedures 

2.5.1 Data Collection 

Collecting data for this research obtained from: 

 Indonesia Central Bureau of Statistics for population 

data. 

 Health Human Resource Information System version 

2017, published by the Ministry of Health Republic 

of Indonesia for the doctor’s data. 

The research uses the requirement ratio per 100,000 of 

the total population, the ratio can be seen in Table 1. 

Table 1.  Requirement Ratio 

No Type of Doctor 

Requirement Ratio 

per 100,000 of Total 

Population 

1 General Practitioner 42 

2 Specialist 10 

3 Dentist 12 

4 Dentis Specialist 10 

2.5.2 Pre-processing 

Pre-processing needs to normalize data into minimal 

normalization, data has to range into min to the max 

because the obtained data has disparity for each type. 

The disparity data can give influence to the performance 

of the clustering process [10]. 

2.5.3 Clustering 

The clustering process is using the K-means clustering 

method. The data will be calculated by the distance of 
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each data point from the cluster center to the nearest 

cluster center. 

2.5.4 Chi-Square Test 

This step is to test the results of each cluster, after using 

the K-means method. Each cluster was tested using the 

chi-square method to determine the disparity in the value 

between real values and the standard value of medical 

personnel. After computing the data with the chi-square 

formula, the result from chi-square test will be labeling.  

2.5.5 Evaluation 

Evaluation is to evaluate the accuracy level of the 

labeling of Chi-square. 

2.6 Framework of Information System 

In the information system framework, there are inputs 

which are databases consisting of the name of the 

Province, total population, the number of general 

practitioners, the number of specialists, the number of 

dentists and the number of dentists specialists. The K-

means clustering method, which produces an iteration 

table containing the results of each cluster, and the chi-

square test is calculated last. The results of output the 

process will be displayed through the chi-square results 

table which results in being labeled fulfilled or not 

fulfilled based on each cluster. The system framework 

can be seen in Fig 3. 

 

 

Fig. 3.  Framework of Information System for Analysis of the 

Need of Doctors. 

3  Results and Discussion 

3.1 Results   

The data that has been collected, it will be divided into 

several clusters. The process uses the K-means clustering 

method. Table 2 shows the result of K-means clustering, 

which consists of 5 clusters. The results of cluster 1 

consist of 3 provinces, cluster 2 consists of 4 provinces, 

cluster 3 consists of 13 provinces, cluster 4 consists of 3 

provinces and cluster 5 consists of 12 provinces. 

Each cluster produces a different centroid value, it 

will calculate the centroid of each cluster. After 

calculating the last centroid of each cluster, the results of 

calculations last centroid are processed by the chi-square 

test method. The results of the centroid process for each 

cluster are in Table 3. 

Table 2.  Clustering Result 

 

Table 3.  Last Centroid from Clustering Process 
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Chi-square test is used to calculate the last result of 

the clustering, the result of chi-square test to give the 

labels automatically to identify the disparity status 

between the value of available and requirements. The 

result can be seen in Table 4.  

Table 4. Chi-Square Test 

 

Using 2 categories for availability and requirement, 

the degree of freedom is (2-1) = 1, and fault tolerance 

0.5, which is 3,841 in the Chi-square table. The 

automatic labeling process was based on the rule of 

disparity label. The disparity label rules contain word 

fulfilled if chi-square value < 3,841 and else not 

fulfilled. The label for each cluster is in Table 5. 

Table 5. General Label for Each Cluster 

Clu

ster 

ID 

General 

Practitio

ner 

Specialist Dentist 

Dentist 

Speciali

st 

1 
Not 

Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

2 
Not 

Fulfilled 
Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

3 
Not 

Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

4 
Not 

Fulfilled 
Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

5 
Not 

Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

Not 

Fulfilled 

Based on Table 2 and Table 5, two clusters have a 

good disparity label, fulfilled status for the specialist, is 

cluster 2 and cluster 4. The evaluation process was done 

to measure the accuracy of the labeling process. The 

processed labeling is based on the ratio between the 

number of error result and the number of accuracy result. 

The result shows that the average of labeling accuracy is 

about 78%. 

Table 6. Result of Performance Evaluation 

No Cluster ID Error Result Accuracy Result 

1 1 25% 75% 

2 2 25% 75% 

3 3 17% 83% 

4 4 33% 67% 

5 5 8% 92% 

Average 22% 78% 

Table 6 shows the average of labeling accuracy is 

about 78% and the average error result is 22%. The error 

result from cluster 5 is the smallest than other clusters. 

3.2 Discussion 

The development of the industrial revolution 4.0 

influences in the health sector, therefore this research 

can help to distribute the doctors evenly in Indonesia. If 

the number of doctors is fulfilled for each province in 

Indonesia then the development of technology in the 

health sector will increase. It can make it easier for 

doctors to analyze and treat patients and the community 

can get services from health facilities that are better than 

before. 

4 Conclusion  

The K-means method is used to cluster data in clusters. 

From the results of the application that has been used, 

the K-means clustering method used for the group of the 

doctor's data. The K-means clustering method has an 

accuracy of 78%, judging from the results of 5 clusters, 

provinces that require the addition of doctors are in 

cluster 5 which has the smallest number of errors, which 

is 8%. In clusters 2 and 4 have fulfilled status for 

specialists, which means that provinces in cluster 2 and 

cluster 4 have good disparities for specialist. 
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