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Abstract. Customer behavior classification can be useful to assist 
companies in conducting business intelligence analysis. Data mining 
techniques can classify customer behavior using the K-Nearest Neighbor 
algorithm based on the customer's life cycle consisting of prospect, 
responder, active and former. Data used to classify include age, gender, 
number of donations, donation retention and number of user visits. The 
calculation results from 2,114 data in the classification of each customer’s 
category are namely active by 1.18%, prospect by 8.99%, responder by 
4.26% and former by 85.57%. System accuracy using a range of K from K 
= 1 to K = 20 produces that the highest accuracy is 94.3731% at a value of 
K = 4. The results of the training data that produce a classification of user 
behavior can be used as a Business Intelligence analysis that is useful for 
companies in determining business strategies by knowing the target of 
optimal market. 
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1 Introduction 
Customer lifecycle refers to the stages in the relationship between customers and business 
people and it is important to understand customer behavior in the customer's life cycle. The 
customer life cycle provides a good framework by implementing data mining for customer 
relationship management [1]. 

The use of the internet is undoubtedly its contribution in online marketing. Product 
information becomes very accessible so that customers become more sophisticated and 
informative. This certainly makes customers often confused with the many offers, as a result 
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many of the customers demand the best offer. To handle this condition, businesses must 
differentiate their products or services by avoiding unwanted results to become commodities. 
One effective way to distinguish it is with systems that can interact precisely and consistently 
with customers by gather customer demographics and customer behavior data and make 
marketing targeting. This type of targeting also designs effective promotion plans to meet 
stiff competition or persuade prospective customers when displaying new products [2]. 

Collection of user behavior data utilizing the Acquisition, Activation, Retention, 
Revenue, Refer (AARRR) model which is then processed using data mining techniques can 
improve business performance such as knowing users who are leaving (former), product 
development advice to developers, ways on how to increase conversions sales and others. 
The AARRR model is very important to find problems at each customer stage so that the 
company can improve the performance of Customer Relationship Management (CRM) [3].  

User behavior data is informative data that can be very large and irregular, containing 
user data, user page data, user transaction data, and time series data from these data. Manually 
processing data can be time consuming and there are a lot of calculation errors, so data mining 
support is needed to process these data properly and a business intelligence system can be 
built based on customer relationship management that is useful in marketing [4].  With data 
mining techniques, business intelligence systems can be built that are used to analyze 
customer behavior patterns. A lot of customer data and irregular can be classified into several 
classes, using the K-Nearest Neighbor classification algorithm. The K-Nearest Neighbor 
algorithm can also be used to process user data, provide real time responses and 
recommendations to users in a faster process [5]. 

2 Methods 

2.1. Customer Lifecycle 

The term "customer life cycle" refers to the stages in the relationship between customers and 
business. It is important to understand the customer's life cycle because it is directly related 
to customer revenue and customer profitability [1]. In general, there are four main stages in 
the customer's life cycle: Prospects are people who are not yet customers but are in the target 
market; Responders are prospects who show interest in a product or service; Active 
Customers are people who currently use products or services; Former Customers are probably 
"bad" customers who don't pay their bills or who incur high costs; those who are not the right 
customers because they are no longer part of the target market; or those who might have 
transferred their purchases to competing products. 

2.2. Data Mining 

Data mining is used to obtain patterns and trends that exist in the data collected. These 
patterns and trends can be collected together and are defined as mining models that can be 
applied to certain business scenarios. Data mining usually involves the use of predictive 
modeling, forecasting, and descriptive modeling techniques as the main elements. Using 
these techniques, organizations can manage customer retention (retain), be used to choose 
the right prospects to whom to choose, profile and customer segments (by identifying good 
customers), set optimal pricing policies, and objectively measure and rank the suppliers 
which are most suitable for their needs [6]. 

Classification is the process of finding a model to predict the class of an unknown object 
class. Classification can also include checking of new features presented in a data set [7]. 
Classification is divided into 2 stages: the learning stage and the classification stage. The 
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learning phase, is a model that is used to describe a set of classes that have been 
predetermined by using an algorithm in a set of training [8]. 

2.3. K-Nearest Neighbor 

The K-Nearest Neighbor algorithm is one of the supervised learning techniques that is often 
used for classification of pattern recognition, although it is also often used for estimation and 
prediction. The K-Nearest Neighbor algorithm is memory based, does not need a special 
model to match it and has a simple concept. No special training procedure is needed for a set 
of observations other than collecting vectors labeled with the class specified. All intensive 
calculations are performed on classifications that involve two observations, namely finding 
the closest k value in the training set and looking for the most votes in the iteration k and 
class labeling in each classification [9].  

    

𝑑𝑑(𝑝𝑝, 𝑞𝑞) = 	)*(𝑞𝑞+ −	𝑝𝑝+)-	
.

+/0

																																																														(1) 

    
Where d is distance, p is input data, q is training data, i is iteration and n is maximum iteration. 
The steps taken in the classification using K-Nearest Neighbor are: 

1. Determine the parameter k 
2. Calculate the distance between each data by the Euclidian method to calculate the 

distance as in equation 1 
3. Sorting data based on distance from small to large 
4. Take the data k specified number 
5. Looking for data with the most number of k that has been determined 
6. Determine the class of data from the most number obtained 

2.4 Business Intelligence 

Business Intelligence helps companies achieve intelligence to compete [10]. Business 
intelligence solutions have been prioritized by the organizations implementing these 
solutions [11]. Business intelligence not only supports the decision making process but also 
allows businesses to have a better insight into their operations by applying data analysis 
techniques to their information. The use of business intelligence also allows organizations to 
incorporate intelligent behavior into their basic functions. Business intelligence provides the 
support needed for businesses to make decisions using a variety of techniques and tools [12]. 

2.5 Information System Framework 

In this classification system the initial inputs are user’s age, gender, donations, count of 
donations, and the count of page visit. After entering the input data, the system will classify 
the user's behavior patterns using the K-Nearest Neighbor method. The classification process 
using K-Nearest Neighbor begins by giving the customer type labels into four namely 
prospect, responder, active, and former which are then calculated the distance between the 
data. After knowing the distance of each data, the classification is done on the data that has 
the closest distance. The Information System Framework could be seen in figure 1. 
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Figure 1. Information System Framework 

3 Result  
KNN algorithm performs the calculation of the distance between the data to be evaluated 
with all training data. Then KNN will sort the distance formed ascending to the order K (for 
example K = 10 then KNN will sort from 1 to 10). Next KNN will pair the corresponding 
data and look for the number of classes from the nearest neighbors and then set the class as 
the data class to be evaluated. If you enter the value of K = 3 then the prediction of the 
classification results is the top 3 data or data with numbers 1 through 3. Then from the three 
data will be calculated the closest class at most to get the classification results from the 
calculated user data. 

Users who visited the website more than 50 times, made donations more than 5 times and 
donated more than IDR 1,000,000 were included in the active user criteria. Users who have 
visited the website more than 30 times, made donations more than 2 times and the amount of 
donations more than IDR 100,000 is included in the responder user criteria. Users who have 
visited the website more than 10 times, made donations more than or equal to 1 time and the 
amount of donations of more than IDR 50,000 is included in the prospect user criteria. Users 
who have never made a donation and not more than 10 times visited the website entered the 
criteria of the former user. 

The results of this classification can be used as business intelligence analysis to assist 
business owners in determining target markets. In the diagram, it can be seen that a large 
percentage of each category of user behavior. There is also a large percentage of accuracy in 
the performance of the KNN algorithm along with the amount of data processed. In the 
diagram in Figure 2 there is information on the percentage of user classifications with a large 
percentage of prospects is 8.99%, responder 4.26%, active 1.18% and former 85.57%. This 
diagram serves to determine the comparison of user classifications. So companies can find 
out how many users are still active and can target program offerings to customers in the 
prospect category so as to increase the percentage of active users. There is also a list of KNN 
performance, that is, the accuracy of true data using KNN calculation with different K values. 
Accuracy results with a value of K = 4 have the greatest amount of accuracy which is 93.87%. 
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Figure 2. Percentage diagram of user classification and KNN performance 

 
The company can also see the number of daily donations that have occurred over the past 

30 days. The blue line on the chart explains the number of confirmed donations, while the 
red line describes unconfirmed donations. For example, on one day there were 10 donations, 
then only 8 donations were confirmed or had completed payments, the data in the blue line 
was 8 and the red line was 2. users in the active category were dominated by users aged 24 
years, with 10 male and 12 women. The former category is dominated by 25-year-old users 
with 760 male and 860 women. The prospect category is dominated by 22-year-old users 
with 66 male and 94 women. Finally, the responder category is dominated by users are 38 
years old, with 32 male and 40 women. Graph of donations and user summary can be seen in 
Figure 3. 
 

 
Figure 3. User donation and summary graphics 

The newest member displays the last 4 users who registered. The information displayed 
is the username, photo and date of registration. Latest donation displays the last donation that 
came in. The information displayed is user id, name, supported campaign id, e-mail, donation 
amount and donation time date. Latest user information and final donations can be seen in 
Figure 4.  
 

 
Figure Error! No text of specified style in document..  Latest member and Latest donation 
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Accuracy testing is performed to determine the level of accuracy produced by matching 
the results of the classification between training data and system test data using the K-Nearest 
Neighbor calculation results. In the system there is a "loop accuracy" button to perform 
repeated accuracy calculations according to the number of K parameters entered. Admin can 
calculate the accuracy when there is a change in the form of adding or subtracting data on 
training data as shown in Figure 5. 

 

 
Figure 5. Repeated accuracy calculations 

The dataset is obtained from the classification data of user behavior patterns that are 
changed in the form of arrays where the class is the target and the other data becomes the 
sample data. Then a number of K ranges are repeated using the foreach command. In the 
process of each K, a repetitive process is also conducted to conduct training on sample data. 
After the training is finished, the prediction process is carried out from the input data to the 
sample data. If the data can be predicted, then the data is correct. Then after the looping 
process is complete, the accuracy value of each K is obtained and stored in a database. 

4 Conclusion 
The use of classification systems for user behavior patterns can shorten the time in 
determining the classification of user behavior patterns. The system can do distance 
calculations to get data with the closest distance of a number of K. Learning of training data 
is done to calculate the distance between test data and training data using K-Nearest 
Neighbor. Learning user training data get the classification results of each user category, 
namely active by 1.18%, prospect by 8.99%, responder by 4.26% and former by 85.57%. 
System accuracy using a range of K from K = 1 to K = 20 produces the highest accuracy at 
a value of K = 4 with an accuracy of 94.3731%. The results of learning training data that 
produce a classification of user behavior patterns can be used as a Business Intelligence 
analysis. Business Intelligence Analysis can be useful for companies in determining business 
strategies by knowing the optimal target market. 
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