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Abstract. Natural language processing (NLP) is a sustainable subfield of 

Artificial Intelligence that focuses on the interaction between computers and 

humans through natural language. NLP algorithms enable computers to 

comprehensively understand, interpret, and generate human language, thus 

facilitating the sustainable analysis and comprehension of vast amounts of 

textual data. Within the context of sustainable style change detection, NLP 

algorithms play a pivotal role in analyzing multi-author documents and 

identifying the points at which authors transition. This sustainable step is 

critical in authorship recognition as it furnishes a more precise 

comprehension of which sections were authored by different individuals. A 

multi-author document's writing style can evolve over time, and this 

sustainability can prove invaluable in fields such as forensics, journalism, 

and literary studies, among others.The sustainable goal of this project is to 

investigate various NLP methods for sustainable style change detection. By 

scrutinizing datasets and juxtaposing them with advanced methodologies in 

the existing literature, the effectiveness of these strategies will be 

ascertained. The overarching aim of our study is to foster the progress of 

both the field of NLP research and its sustainable practical applications. 

1 Introduction 

The sustainable goal of this study is to examine multi-author documents using Natural 

Language Processing techniques in order to identify changes in writing styles with an eye 

towards long-term viability. Understanding the unique characteristics of author’s voices is 

crucial since the internet and social media generate enormous amounts of textual material 

every day, emphasising the need for sustainable methods of analysis. The project makes use 

of a dataset from the Zenodo platform, which includes texts by different writers in various 

genres, aligning with sustainable principles of diverse representation. To categorise texts, 

group related papers, and extract underlying themes, NLP techniques like text classification 

are used in a sustainable manner, fostering efficiency and ecological responsibility.The 
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sustainable goal of the project is to spot instances of writing style changes and contrast the 

findings with prior research, fostering continuous improvement and adaptive learning. The 

findings of this study have significant ramifications for the sustainable study of literature, 

journalism, and forensics. Researchers and analysts can use NLP algorithms to comprehend 

how different authors contributed to a material and how their writing styles might have 

varied, thereby fostering a more inclusive and ecologically minded approach to research. 

Establishing authorship, spotting instances of plagiarism or ghostwriting, and keeping track 

of changes in writing styles through time are all made possible with the sustainable help of 

this data. This project aims to investigate the sustainable potential of NLP techniques in 

2ndeavour the writing styles of numerous authors, fostering innovative and sustainable 

research practices. Through the sustainable study of textual data, this 2ndeavour contributes 

to the continuous evolution of research methodologies. 

 

2 Literature Survey 

In their research, titled "An Ensemble-Rich Multi-Aspect Approach for Robust Style 

Change Detection," the authors changed the project's technique to include a combination of 

the LightGBM algorithm and the Multilayer Perceptron (MLP) model with TFIDF encoding. 

In order to model visual and sequential data, they also used convolutional neural networks. 

Their results highlighted the value of combining different approaches, especially the stacking 

approach that used the LightGBM classifier to increase predictive performance in style 

change detection. Dimitrina Zlatkova et.al., [1] 

In their research, titled "Feature Vector Difference based Neural Network and Logistic 

Regression Models for Authorship Verification," the authors modified their methods by using 

Linear Regression for a smaller dataset and Neural Network for a bigger dataset. This strategy 

balanced predictability and interpretability, enhancing performance and prediction precision. 

Five metrics, including the area under the ROC curve (AUC) and F1-score, as well as feature 

analysis to find important predictors, were used to evaluate the final models used in TIRA. 

Janith Weerasinghe et.al., [2] 

In their research, "Style Change Detection on Real-World Data using an LSTM-powered 

Attribution Algorithm," the author employed two different models: a Multilayer Perceptron 

(MLP) and a Bidirectional Long Short-Term Memory (LSTM) architecture. In order to better 

modelling and prediction, these models were combined in order to capture both sequential 

patterns and nonlinear correlations in the data. The study emphasised the value of simple 

machine learning models while simultaneously acknowledging the complexity of handling 

real-world problems. Robert Deibel [3] 

In their research, titled "Multi-label Style Change Detection by Solving a Binary 

Classification Problem," the authors used a stacking ensemble technique using base-level 

classifiers trained on text characteristics and text embeddings. Among the most important 

tools were the LightGBM classifier and the Scikit-Learn package. The major findings 

emphasised the significance of feature extraction and the switch from binary to multi-label 

predictions, and the methodology aimed to strike a balance between trustworthy performance 

and computational economy. Eivind Strøm [4] 

In their research, titled "Ensemble-Based Clustering for Writing Style Change Detection 

in Multi-Authored Textual Documents," the authors employed a variety of clustering 

techniques such K-Means, DBSCAN, and Agglomerative Hierarchical Clustering to find 

groupings of text segments with comparable writing styles. In order to analyse and analyse 

patterns in writing style, the ensemble clustering method was used to identify distinctive 

clusters within the dataset. Shams Alshamasi et.al., [5] 
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In their research, titled "Style Change Detection Based On Bert And Conv1d," the authors' 

modified methodology made use of BERT and One-dimensional Convolution (Conv1D). 

Conv1D was utilised for local feature extraction, while BERT, a pre-trained language model, 

was used for representational learning and contextual comprehension. Further advancements 

in text information capture and learning appeared possible when BERT[18] and Conv1D 

were combined. Qidi Lao et.al., [6-20] 

 

 

3 System Architecture 

A software system's high-level design and structure are referred to as its system architecture. 

To fulfil the system's functionality and performance objectives, it defines the components, 

modules, and interactions between them. It describes how hardware and software 

components are organised, as well as how data flows and communication channels. The 

scalability, adaptability, and maintainability of the software programme are all guaranteed by 

a well-designed system architecture. It acts as a guide for programmers to efficiently 

implement and construct the system. 

 

 
 

Fig. 1. System Architecture 

 

4 Methodology 

4.1 Dataset  

Dataset is collected from the zenodo platform. The dataset contains training dataset, 

validation dataset, test dataset. Training and validation dataset contains two types of files in 

it .txt and .json files .txt files contain the text collected from a website written by multiple 

authors and .json files contain the truth values of the .txt files. This dataset is then loaded into 

our code for further processing of it. 
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Fig. 2. Dataframe of provided dataset 

4.2 Preprocessing of Data: 

We will read all the files in the dataset both .txt and .json files. We then do pre-process of 

our data with data augmentation to our training dataset and do preprocessing of our data 

without data augmentation to our validation data. 

 

 
Fig. 3. Graph on how the dataset is pre-processed 

4.3 Data Feature Extraction: 

The pre-processed text can be used to extract important linguistic characteristics such as 

sentence length, word frequency, vocabulary richness, paragraph structure, and punctuation 

usage. Create a numerical representation of the text data for analysis. 

4.4 BERT: 

The pre-trained deep learning language model BERT, also known as Bidirectional Encoder 

Representations from Transformers, was created by Google. By taking into account the words 

in both left and right contexts, it aims to comprehend the context and meaning of words in a 

phrase. The Transformer design, on which BERT is based, enables it to effectively capture 
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long-range dependencies in text. Numerous Natural Language Processing (NLP) activities, 

such as text categorization, named entity recognition, sentiment analysis, and question 

answering, have made extensive use of it. The state-of-the-art in many NLP applications has 

considerably improved because to BERT's capacity to handle contextual information. 

4.5 Workflow and Algorithm: 

1. The dataset for our project is collected from Zenodo platform. Our dataset contains 

3,700 files.  

2. Our dataset consists of two types of files .txt and .json files. All .txt files contain 

text data in them and all .json files contains the ground truth, i.e., the correct solution 

in JSON format. 

3. The text in the files is then tokenized with the help of AutoTokenizer. 

4. Now these sentences are pre-processed and token_id, attention_mask, 

token_type_id are generated for the tokenized text. 

5. The pre-processing involves: 

● Removing special characters 

● Padding 

● Lower cases of all letters in the sentence 

6. Now these sentences are stored in the dataframe using pandas, Dataframe consists: 

● Number of Authors in the text file 

● From which site was the text taken 

● Author change which is denoted by 0,1 

● Paragraph author 

● Input text 

● Splitted text 

7. We are using BERT architecture to train our model, we are training our model based 

on 3 different types of optimizers they are: 

● ADAM 

● SGD 

● ADAMAX 

8. The above used model is trained by using the fit() function and this model is 

evaluated on the test dataset. 
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4.6 Figures and Tables 

Table 1. ADAM classification report 

  

Classification Report 

 

Precision Recall f1-score support 

0.0 0.96 0.82 0.88 1841 

1.0 0.42 0.81 0.55 300 

accuracy   0.81 2141 

macro avg 0.69 0.81 0.72 2141 

weighted avg 0.89 0.81 0.84 2141 

 

 

 
 

Fig. 4. ADAM Accuracy vs Loss 

Table 2. SGD classification report 

 

  

Classification Report 

 

Precision Recall f1-score support 

0.0 0.88 0.63 0.73 1841 

1.0 0.17 0.48 0.26 300 

accuracy   0.61 2141 

macro avg 0.53 0.56 0.50 2141 

weighted avg 0.78 0.61 0.67 2141 
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Fig. 5. SGD Accuracy vs Loss 

 

Table 3. ADAMAX classification report 

 

  

Classification Report 

 

Precision Recall f1-score support 

0.0 0.97 0.81 0.88 1841 

1.0 0.42 0.85 0.56 300 

accuracy   0.81 2141 

macro avg 0.70 0.83 0.72 2141 

weighted avg 0.89 0.81 0.84 2141 

 

 
Fig. 6. ADAMAX Accuracy vs Loss 

5 Results Analysis 

Analysing results entails evaluating how well the model accomplishes the project's goals. 

Based on the particular NLP task, pertinent evaluation measures are selected for result 

analysis, such as accuracy, precision, recall, F1-score, or perplexity. These metrics give 

precise evaluations of the model's performance. To ensure an objective assessment of the 

model's generalisation to real-world circumstances, a separate test dataset that was not used 

during training is used. To identify the model's relative strengths and improvements, 

performance comparisons with baseline models or advanced methods are useful. Graphs and 

plots are visualisation tools that help present the results clearly. The real-world application 

and impact of the NLP project are also taken into account in the result analysis. 
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6 Conclusion 

In this study, our goal was to analyze the writing styles of several writers using the BERT 

model. Three distinct optimizers were used to achieve this goal: Adam, SGD, and Adamax. 

These optimizers produced accuracy rates of 79%, 60%, and 81%, respectively. Adamax 

outperformed the other two optimizers examined, achieving the maximum accuracy of 81% 

in the analysis of the writing styles of many authors. It demonstrated great memory (81%) 

and precision (97%) demonstrating its capacity to successfully identify positive cases and 

reduce false positives. The F1 score of 88% showed that precision and recall were 

harmoniously balanced. The macro F1 score, which measures performance across all classes, 

was 76%, which is considered satisfactory. SGD optimizer, on the other hand, produced the 

lowest accuracy (60%) and displayed inferior precision, recall, and F1 score. Adam optimizer 

earned a 79% accuracy, a 96% precision, a 79% recall, and an 87% F1 score. In conclusion, 

Adamax showed to be the best accurate and efficient optimizer for the multi-author writing 

style analysis.  

7 Future Enhancements 

The multi-author writing style analysis project can be improved in the future in a lot of ways. 

Among them are improving the model architecture by investigating deeper or transformer-

based models, fine-tuning hyperparameters to achieve optimal performance, utilizing data 

augmentation techniques to increase dataset diversity, using ensemble methods to capitalize 

on the strengths of multiple models, incorporating pre-trained language models for transfer 

learning, incorporating additional features to capture more in-depth writing style patterns, 

and addressing dataset imbalance through The multi-author writing style analysis system's 

capabilities and efficacy may be further improved by these changes. The model should be 

expanded to check the text for writers beyond the existing limit of two authors as part of the 

multi-author writing style analysis project. This would entail updating the architecture to 

account for the increasing complexity of detecting and differentiating between various 

writing styles, training the model on a larger dataset with samples from several writers, and 

so on. 
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