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Abstract - People may now express their thoughts and ideas with a wider 

audience because of the popularity of social media sites like Twitter, 

Instagram, and Facebook. Businesses now utilise Twitter to reply to client 

comments, reviews, and grievances. Every day, millions of individuals 

discuss a wide range of issues on Twitter by sharing their ideas and 

interests. Sentiment analysis is a useful method for analysing such data, 

which involves identifying the sentiment of the source text and classifying 

it as positive, neutral, or negative. However, due to the vast amount of 

data, it can be challenging for businesses to address every customer's 

question or complaint in a timely manner. Some issues may be urgent but 

delayed due to the volume of information. In order to prioritize emergency 

tweets, a system is proposed that utilizes machine learning algorithms such 

as Random Forest, Support Vector Machine, Logistic Regression, and 

Naïve Bayes to identify tweets based on their urgency. The proposed 

system gathers and preprocesses unstructured data, performs feature 

extraction, trains, assesses and compares multiple machine learning models 

to determine the best classifier with the highest accuracy, and uses 

vectorization via a pipeline to determine the sentiment of a new tweet 

provided as input. 

Keywords- Machine learning, Random Forest classifier, support vector 

machine, Logistic Regression, Naïve Bayes Classifier, Twitter API. 

1 Introduction 

 India has recently surpassed China to become the world's most populous country. Train 

travel is a popular choice for long journeys in India, thanks to its ease, comfort, and 

affordability. However, various factors such as the quality of food, coach cleanliness, seat 

quality, and number of passengers can make train travel less enjoyable [1]. Indian Railways 

(IR) is one of the largest railway systems in the world, with 7,112 stations and 67,312 

kilometres of track. As per the data published in 2017, IR is owned and operated by the 
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Indian government and comes under the control of the Ministry of Railways. IR operates 

20,000 passenger trains daily and also handles freight and mail operations. 

Over the past few years, the number of social media users worldwide has increased 

significantly, and connectivity has improved dramatically as a result. Social media has 

revolutionized how people communicate worldwide, as it allows for fast, immediate, and 

brief communication. Not only individual users, but many local and national authorities 

have turned to social media platforms for the same benefits. These organizations use social 

media to respond quickly to customer complaints and feedback. 

There has been a significant increase in the number of complaint tweets received by Indian 

Railways Twitter (RailwaySeva) over the past few years. Their Twitter account receives 

thousands of tweets daily, tagging their account and requesting resolution. However, from 

these thousands of tweets, many require priority attention, such as tweets regarding 

accidents, incidents, threats, and medical emergencies. Some of the tweets received by 

Indian Railways are about service feedback, general queries, or reviews that do not require 

an immediate response and can be dealt with on a low priority. 

To address this issue, an automatic classification system based on machine learning 

techniques is proposed. The proposed system can classify railway complaints into different 

categories, such as delay, cancellation, infrastructure, and customer service, among others. 

The system can help railway companies to automate the complaint handling process, reduce 

response time, and improve customer satisfaction. 

In this paper, we present the design and implementation of an automatic classification 

system for railway complaints. We collected a dataset of railway complaints from various 

sources, including social media platforms, online forums, and customer service emails. We 

pre-processed the data to extract relevant features, such as keywords, sentiment, and 

context. We then trained and evaluated several machines learning models, including 

Support Vector Machine, Naive Bayes, Decision Tree, and Random Forest, to classify the 

complaints into different categories. 

Sentiment analysis focuses on identifying and categorizing the attitudes or feelings 

expressed in the text. When finding the general consensus, user-generated data sentiment 

analysis is quite helpful. The inclusion of slang terms and misspelt words makes Twitter 

sentiment analysis more difficult than traditional sentiment analysis [6]. The knowledge 

base methodology and the machine learning strategy are the two techniques used to extract 

emotions from text. It is feasible to ascertain the influence of domain knowledge on 

sentiment classification by undertaking sentiment analysis in a particular domain. Future 

research in this area could include the development of a system that can prioritize tweets 

based on their urgency and automatically generate appropriate responses to each tweet, 

saving time and improving efficiency. Additionally, research could be conducted on the use 

of sentiment analysis to improve customer satisfaction and loyalty. 

2 Literature survey 

Indian Railway and social media [2], this paper discusses how social media can be used to 

improve business-to-consumer interaction for Indian Railways. It proposes the use of a new 

approach called Universal Language Model Fine-Tuning (ULMFiT), which involves 

training a language model and transferring its knowledge to a final classifier. To increase 

reproducibility, the ULMFiT model is fine-tuned by optimizing the parameters and trained 

in a deterministic approach. The study performs multi-class classification using various 

techniques such as Fine-Tuned ULMFiT, Naive Bayes, SVM, Logistic Regression, 

Random Forest, and K-Nearest Neighbors on the Twitter US Airline dataset from Kaggle. 

The results of the study can be used to improve Indian Railways' customer service by 
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identifying customer complaints and feedback on social media and addressing them 

promptly. 

Twitter Sentiment Analysis using Machine Learning Techniques [3]In this paper, the 

authors explore the use of machine learning techniques for sentiment analysis on Twitter 

data. The main objective of the study is to determine the sentiment of tweets and classify 

them into positive, negative, or neutral categories. One of the key challenges in sentiment 

analysis is selecting an appropriate algorithm to accurately classify the sentiment of tweets. 

To address this issue, the authors examine several foundational classifier techniques, 

including Logistic Regression, Naive Bayes, Random Forest, and SVMs. 

In particular, the authors focus on using the Naïve Bayes classifier and Logistic Regression 

for sentiment analysis, based on their superior accuracy in categorizing tweets. The results 

of the study indicate that the Naive Bayes classifier outperforms the other techniques in this 

context. By utilizing machine learning techniques for sentiment analysis, this paper 

demonstrates the potential for automated analysis of social media data, which can provide 

valuable insights for businesses and organizations seeking to understand customer 

sentiment and improve their overall customer experience. 

Performance Evaluation of Learners for Analyzing the Hotel Customer Sentiments Based 

on Text Reviews [4,10]The study aims to tackle the challenge of analyzing the enormous 

amount of hotel reviews and opinions available on the internet. With the availability of 

large datasets containing text reviews, it has become possible to automate sentiment 

profiling and opinion mining. The researchers collected over 800 hotel reviews from travel 

information and review aggregator site Trip Advisor. They performed pre-processing on the 

collected raw text reviews and extracted various features using unigram, bigram, and 

trigram methods. The extracted features were labeled and used to train binary classifiers. 

The performance of ensemble classifiers, support vector machines, and linear models was 

compared and contrasted using accuracy, F-measure, precision, and recall measures. 

One of the critical requirements for future research in this area is access to Twitter 

streaming data. This would allow researchers to apply similar techniques to analyze 

customer sentiments about hotels on social media platforms, such as Twitter. 

Twitter Sentiment Analysis using Naive Bayes Algorithm [5] in this paper we have 

discussed that, Sentiment analysis searches for opinions, attitudes, and sentiments on social 

media platforms like Twitter. It is currently a well-liked academic subject. The classic 

sentiment analysis method places the greatest focus on textual data. Extraction of sentiment 

via Twitter, a popular microblogging platform where users submit their opinions and 

thoughts. We conducted sentiment analysis on tweets in order to make some business 

intelligence predictions. For processing a movie data set made up of reviews, comments, 

and feedback that can be found on the Twitter website, we employ the Hadoop Framework. 

The outcomes of the sentiment analysis on the data from Twitter will be presented in parts 

that represent positive, negative, and neutral sentiments. 

 

Indian Railways Tweets Classification System using Naive Bayes Classifier [6], in this 

paper the proposed system will classify them and increase the rate of response to the 

complaints. It will improve data security as only verified admins will be allowed to access 

the twitter data. This model can be used by other authorities to classify tweets based on 

their requirement. This model can be adapted to do so by using different dataset for 

training. Naïve Bayes is a classification algorithm that is based on Bayes' theorem and 

calculates the conditional probability of an event based on the probability of occurrence of 

individual events, it helps generate an output with much higher accuracy than by any other 

method like linear regression. 

Sentiment Analysis in Twitter using Machine Learning Techniques [7] this paper discusses 

the challenges of identifying emotional keywords from tweets, especially when dealing 

 
S
E3S Web of Conferences 477, 00085 (2024) https://doi.org/10.1051/e3sconf/202447700085
STAR'2023

3



with slang and misspelled words. To address these issues, the paper proposes an effective 

feature vector that includes Twitter-specific characteristics. The feature extraction is 

performed in two phases - first, the Twitter-specific features are extracted and added to the 

feature vector, and then these features are removed and feature extraction is carried out as 

usual. The resulting feature vector is used to train several classifiers, including Naive 

Bayes, SVM, Maximum Entropy, and Ensemble classifiers. The accuracy of all these 

classifiers is found to be similar when using the proposed feature vector. 

3 Experimental setup 

3.1 Motivation 
The Indian Railways is a massive transportation network in India that requires an 

efficient system for resolving customer complaints. Compared to manual processing, 

machine learning can automate the process of classifying tweets related to railway 

complaints. In this study, multiple machine learning algorithms such as Decision Tree, 

Random Forest, Logistic Regression, and Naive Bayes are applied and tested on railway 

Twitter datasets. The best model is selected using an ensemble algorithm (voting classifier) 

for prediction [5]. A web application is developed with three modules: admin, complaint 

management, and user, to demonstrate the process of complaint solving. 

 
3.2 Design 

An activity diagram is a type of UML (Unified Modeling Language) diagram used to 

visualize the flow of activities or actions in a system or process. It shows the sequence of 

activities, decision points, and branching possibilities in a clear and easy-to-understand 

way.In the below fig 1, the user first logs in by registering with the system, then accesses 

the website to submit their issue. The admin then authorizes the complaint and uses 

machine learning algorithms to predict the issue. 

 
Fig. 1.Sequence Diagram 

 

3.3 Requirements 
The ability to access Twitter streaming data is essential for any system that performs 

sentiment analysis on tweets. To gain access to this data, a user must have valid Twitter 

API credentials. These credentials enable users to use Twitter API and stream real-time 

tweets[7]. Additionally, having a well-curated dataset is crucial for any processing system. 
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Typically, a dataset corresponds to the contents of one database table or one statistical data 

matrix, with each column representing a specific variable and each row corresponding to a 

given member of the dataset. In the case of the Indian Railways complaint management 

system, Twitter accounts are required for users to post complaints, which can then be 

addressed by the railway authorities. 

 
3.4 Machine Learning 

Machine learning is a subset of artificial intelligence that involves the use of algorithms 

and statistical models to analyze and interpret data, identify patterns, and make predictions 

or decisions without explicit instructions. It has become increasingly popular and relevant 

in recent years, as businesses and organizations generate vast amounts of data that can be 

leveraged for insights and decision-making.The inputs to the machine learning algorithms 

are railway tweets and sentiment, and the output is the predicted sentiment class. Multiple 

classification algorithms, including Naive Bayes, are experimented with to determine the 

best performing one. As shown in fig 2 The first step would involve collecting data related 

to railway complaints, which may be done using various sources such as social media, 

customer feedback forms, and other online forums.The collected data would then undergo 

several preprocessing steps such as text cleaning, removal of stop words, stemming, and 

other normalization techniques.The extracted features would then be used to train and test 

various classification algorithms such as Naive Bayes, Support Vector Machines (SVM) 

[8,9], Random Forest, and others.  

Fig. 2. Machine learning process 

 

3.5 Dataset 
Assuming the user wants to utilize a program for training a classifier using machine 

learning to analyze sentiments with three categories: positive, negative, and neutral. A CSV 

file containing two columns is used as the training data, with the first column (A) 

containing the sentiment (positive, negative, neutral) and the second column (B) containing 

tweets of up to 140 characters. We can have a large amount of training data. 

To begin, we read the CSV file using the csv reader and create a list of datasets named 

Tweets. Each element in the list contains either emergency or feedback and a tweet. We 

then split each row into two parts: the first part as sentiment and the second part as tweet. 

For example, the first row contains emergency as the sentiment and "we are struck in the 

train" as the tweet. 

In the pre-processings step, we remove all unwanted characters that do not help us 

determine the tweet's sentiment. Based on Figure 3, some of the actions performed in the 

preprocessing module are: 

Lowercase conversion: We convert the tweets to lowercase. 

URL’s: We eliminate the URL’s via regular expressions and replace it with the word URL. 

@username: We eliminate “@username” and replace it with the word “AT_USER”. 

 
S
E3S Web of Conferences 477, 00085 (2024) https://doi.org/10.1051/e3sconf/202447700085
STAR'2023

5



#(hashtag): We eliminate “#tag word” and replace it with the word “tag_word”. Additional 

whitespaces: We eliminate all the additional white spaces. 

The function that generates the feature vector takes the processed tweets as input and 

outputs a list of meaningful words that have sentiment. It refines the processed tweets using 

several functions to generate the feature vector. These functions are as follows: 

Stop words: Words that do not indicate any sentiment are removed from the tweets. 

Repeating letters: Sometimes, people repeat letters in tweets to stress the emotion. To 

handle this, two or more repetitive letters in words are replaced by two of the same letter. 

Punctuation: Punctuation marks such as colons, semicolons, commas, apostrophes, and 

question marks are removed from the tweets. 

Words starting with an alphabet: All words that do not start with an alphabet are removed. 

Words that start with a number or symbol usually do not have any sentiment and hence, are 

not relevant for sentiment analysis. 

 

 
Fig. 3.Dataset 

 

3.6 Algorithms 
To forecast the category class labels, it is employed. 

It utilises the training set and the values of a classifying attribute to categorise the class data 

and then applies that classification to fresh data, Model Use and Model Creation are the two 

steps in the procedure [5]. Both continuous and categorical values characteristics may be 

solved with it. 

 
Fig.4.Random Forest algo 
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The Bayes theorem determines the likelihood that a new event will occur based on the 

likelihood that a prior event will occur.As we can see in figure 4, Using the provided 

dataset, select random samples. 

For each sample, make a decision tree, and predict the outcome. Aggregate the predicted 

outcomes through voting. Select the outcome with the highest number of votes as the final 

prediction. 

From fig 5, The SVM (support vector machine) is a popular method applicable to both 

classification and regression problems. Its main objective is to identify the optimal decision 

boundary or hyperplane that separates data points into different categories in n-dimensional 

space. The hyperplane is chosen to enable new data points to be easily classified in the 

future. The SVM method identifies extreme points and vectors that contribute to the 

creation of the hyperplane. This approach is based on support vectors, which represent the 

extreme situations and are used to build the SVM model. 

 
Fig.5. SVM Graph 

 

Logistic regression(LR) is a method used to predict the output when the dependent variable 

is categorical. It is used for classification tasks where the output is discrete or categorical, 

such as Yes or No, True or False, or 0 or 1 from fig 6. Rather than providing exact numbers 

provides probabilistic values between 0 and 1. Because it can classify new information 

from both constant and exclusive sets of data, logistic regression is an important machine 

learning technique. Logistic regression fits a "S"-shaped logistic function that forecasts two 

maximum values rather than a straight regression line. 

 

 
Fig. 6.LR Graphical representation 
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4 Implementation 

The given code reads a file using csv reader and creates a list named "Tweets" which 

contains the sentiments and tweets for each element in the list. Each row is then split into 

two halves - the first half contains the sentiment, and next part contains tweet. For example, 

consider the first row of the dataset where the sentiment is "positive" and the tweet is 

"@sathwika \\I can't afford flight tickets of airlines but I can uy rail ticket.#sad". 

The "extract features" operation assigns a true or false value to each word in the feature list 

for each class separately. For each word in the phrase, the probability is calculated using 

this list. A term is marked as true for the positive class if it appears in any phrase of the 

positive class; if it does not, it is marked as false. This process is repeated for all classes. 

The output of this process is called "Features". 

The apply feature function from NLTK (Natural Language Processing Tool) is made use to 

create Training set from Features. 

The function train() in the NLTK library's of Naive Bayes Classifier class uses the training 

set produced in Fig. 7 as a parameter and outputs a trained classifier. The train() method 

from the sklearn collection of several machine learning classes is used to generate the other 

six classifiers Multinomial Naive Bayes, Bernoulli Naive Bayes, Logistic Regression, 

Stochastic Gradient Descent, Support vector machine and Linear Support vector machine) 

As you can observe fig 7, trained classifiers are stored in the system to avoid training 

classifier every time. Whenever it is required to classify the tweet or sentence then the 

classifier is loaded from pickle and used to give the output without training once again. 

 

 
Fig. 7. train() function 

 

Finally, we have used voting classifier as our main algorithm for efficient classification of 

tweet and to incorporate in our website, as you can observe in the fig 8 that we got 

approximately 75% efficiency.  

 

 
Fig.8.VC Efficiency value 
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Finally, A functioning model that we implemented after incorporating the trained algorithm 

to our website fig 9.After logging in, the user can access the complaint page where they can 

add details about the complaint they have faced. This information includes the category of 

the complaint, the description of the complaint, and the railway zone where the incident 

occurred (fig 10). Once the complaint is submitted, it is processed using the sentiment 

analysis algorithm and the corresponding railway zone is notified about the complaint. The 

user can also view the status of their complaint in the complaint status page. 

 
Fig.9.webpage of this project 

 

 
Fig.10.complaint page 

 

5 Conclusion and future scope 

As Artificial Intelligence continues to advance, it is likely that AI Assistants will soon be 

capable of performing most human tasks with greater efficiency and accuracy. In our own 

project, we have employed a machine learning model to classify posts into two categories: 

Feedback and Emergency. By modelling a website, users are able to log in and directly 

report any railway-related issues, receiving a real-time response. By reducing the need for 

manual work, complaints can be resolved more quickly, and actions can be taken faster. 

The implementation of this project has the potential to save time and resources, replace 

traditional stationery materials with electronic devices, and improve the overall efficiency 

of the complaint resolution process. we can integrate it with chatbots in the future, Chatbots 

can be employed to reply to customer concerns and offer immediate solutions. With the 

help of Natural Language Processing (NLP), chatbots can understand the user's message 

and provide a relevant response.Another potential scope for this project is to provide 

multilingual support. With the railway industry being a global sector, users from different 

parts of the world can have complaints in different languages. Thus, providing multilingual 
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support can help cater to a wider audience. Finally, we have gained valuable knowledge 

about complaint management within the railway system throughout the course of this 

project. Ultimately, we believe that this project will provide efficient customer service to 

users. 
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