
 

 

 

Evapotranspiration (ET) plays a crucial role as the junction between the energy balance and 

water balance components of the Earth's system. It represents the combined processes of 

water loss through evaporation from the Earth's surface and transpiration from vegetation. In 
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agriculture, accurately estimating actual evapotranspiration (ETa) is a key to achieving 

efficiency in irrigation. By harnessing ETa data and integrating it into irrigation management 

systems, farmers can make informed decisions that benefit both their bottom line and the 

environment[1][2]. Several empirical and physics-based models are being used to estimate 

the ETa[3][4]. These models still face weaknesses, especially in their reliance on extensive 

input data, the simplification of assumptions regarding complex processes, and the need for 

parameterization and model calibration using ground-based measurements when changing 

the study site[5]. Not to mention that these measurements may be sparse and scarce in some 

regions.  These limitations restrict the spatial coverage capabilities of the models. As a result, 

there has been growing interest in leveraging Remote Sensing (RS) technologies combined 

with data-driven methods for ETa estimation as reported in [4].  

Remote Sensing has the potential to deliver Earth observations from space, determining the 

state of the Earth remotely at any given time thanks to various instruments and sensors 

installed on different types of satellites covering different wavelengths of the electromagnetic 

spectrum. While RS satellites cannot directly provide estimates of ETa, most studies use a 

combination of derived parameters such as vegetation indices (VIs)[6][7][8][9][10][11], 

Land Surface Temperature (LST)[12][13], meteorological data[14][15], Land Use Land 

Cover (LULC), and Digital Elevation model (DEM), as input features for their data-driven 

models. However, the preprocessing steps needed to calculate the indices or retrieve 

parameters require additional computational power. This latter is a real constraint for 

deploying generalizable operational solutions. In addition, machine learning models are 

capable of discerning and acquiring the hidden complex patterns and relationships from the 

data autonomously, eliminating the need for extensive feature engineering, especially in 

supervised learning using structured data[16]. The question remains: Are raw satellite bands 

sufficient features to provide accurate ETa estimates? This research paper evaluates this 

approach in a rainfed wheat field in Morocco by investigating whether it can yield ETa 

estimates that are comparable in accuracy to traditional methods that use derived parameters. 

 

 

Sidi Rahal, our study area, is situated in the east Tensift Basin, central Morocco (Fig. 1). It 

exhibits a semi-arid Mediterranean climate, with an annual average precipitation of 

approximately 250 mm and an atmospheric evaporative demand (ET0) of approximately 

1600 mm.yr-1 according to the FAO method[17]. The selected study area was cultivated with 

wheat during the 2014-2015, 2016-2017, and 2017–2018 agricultural seasons, while it was 

left uncultivated (remaining bare soil) during the 2015-2016 season due to prevailing climatic 

conditions[18].  

 

An eddy covariance (EC) system was installed in the field at a height of 2 meters. This EC 

tower is equipped with a CNR1 radiometer (Kipp and Zonen) to measure the four components 

of net radiation (Rn) and is complemented by several heat flux plates (HFT3-L, Campbell 

Scientific Ltd) responsible for assessing soil heat flux (G). The analysis of energy balance 

closure revealed that the available energy (Rn−G) generally exceeded the EC measurements. 

In order to maintain energy balance, adjustments were applied to the sensible and latent heat 

fluxes (H and LE) using the Bowen ratio method[19]. Adjacent to the EC tower, a 
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meteorological weather station has also been installed to measure air temperature, solar 

radiation, relative humidity, wind speed, and rainfall at a half-hourly scale. 

 

Fig. 1. Location of the Sidi Rahal rainfed wheat flux station in Tensift basin, Central Morocco. 

 

The study relies on the Landsat, which is a joint program of the US Geological Survey 

(USGS) and NASA. It has been observing the Earth continuously since 1972 to present time. 

The satellites of this program cover the entire Earth's surface at a 30-meter resolution 

approximately every two weeks generating various types of data including multispectral and 

thermal data. The study uses Landsat 8 Collection 2 Tier 1 Digital Numbers (DN) values. 

These values represent a scaled, calibrated at-sensor radiance. Within this dataset, an array 

of 12 distinct bands of the electromagnetic spectrum is made available. 

 

 

The high-performance gradient-boosting algorithm, known as CatBoost[20], combines 

multiple weaker models into a strong ensemble architecture that is efficient at handling 

different types of data and has internal mechanisms to manage several common problems in 

machine learning such as categorical features handling, and feature scaling. CatBoost 

outperformed the most popular open-source models such as XGBoost[21] and 

LightGBM[22] on several well-known machine learning tasks. It is designed to tackle the 

common issue of overfitting, a situation where a model becomes too tailored to the training 

data and loses its ability to generalize to new unseen data (testing or production data). The 

algorithm integrates mechanisms that automatically control and manage the complexity of 

the model, preventing overfitting and resulting in a more robust and reliable model 

performance. Furthermore, the algorithm has an integrated approach to address missing data, 

enabling it to work with datasets that might have incomplete information, without requiring 

extensive preprocessing to impute missing values. 
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The study followed the steps shown in the flowchart of Figure 2. It consists of evaluating two 

input data combinations for LE estimation: 

a.  Using LST, Normalized Difference Vegetation Index (NDVI), and climate data 

In this approach the features set contains LST, NDVI, Ta and Rg. First, the NDVI is calculated 

from the visible Red and Near-InfraRed (NIR) light reflected by vegetation optical bands 

derived from Landsat 8 atmospherically corrected surface reflectance (Eq. 1).  

       𝑁𝐷𝑉𝐼 =
𝑁𝐼𝑅−𝑅𝑒𝑑

𝑁𝐼𝑅+𝑅𝑒𝑑
       (1) 

Second, the Split Window algorithm (SW)[23] is applied to retrieve LST from Landsat 8 

thermal bands. The thermal bands of Landsat 8 are the bands 10 and 11, also known as TIR 

1 (10.60 to 11.19μm) and TIR 2 (11.50 to 12.51μm) channels, respectively. The algorithm is 

a generalization of the Split-Window algorithm developed for the MODerate Resolution 

Imaging Spectrometer (MODIS) data[24]. The adapted version for Landsat uses a practical 

mathematical formula[25] (Eq. 2). 

                 𝐿𝑆𝑇 =  𝑏0 + (𝑏1 + 𝑏2
1− 𝐿𝑆𝐸𝑚𝑒𝑎𝑛
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)
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2
+ (𝑏4 + 𝑏5
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 𝐿𝑆𝐸𝑚𝑒𝑎𝑛
+

                                                  𝑏6
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𝐿𝑆𝐸2 
)

𝑇𝑇𝑜𝐴 10 – 𝑇𝑇𝑜𝐴 11

2
 +  𝑏7(𝑇𝑇𝑜𝐴 10 − 𝑇𝑇𝑜𝐴 11)2

    (2) 

The 𝑏0, 𝑏1, …, 𝑏7 are the algorithm coefficients and are derived from atmospheric profile 

dataset using simulation codes[23]. TToA 10 and TToA 11 are Top of Atmosphere brightness 

temperature for bands 10 and 11. The LSEmean is the mean Land Surface Emissivity of the 

two bands 10 and 11 (Eq. 3).  ΔLSE is the difference in LSE of two bands 10 and 11(Eq. 4).  

      𝐿𝑆𝐸𝑚𝑒𝑎𝑛 =
𝐿𝑆𝐸10+ 𝐿𝑆𝐸11

2
       (3) 

      ∆𝐿𝑆𝐸 =  𝐿𝑆𝐸10 −  𝐿𝑆𝐸11       (4) 

To calculate the TToA, we first converted raw bands 10 and 11 to spectral radiance values 

Lγ, ToA (Eq. 5). This later is used in the inverted Planck’s radiation equation to get the 

resulting TToA in Celsius (Eq. 6). 

      𝐿𝛾,𝑇𝑜𝐴 = 𝑀𝐿. 𝑄𝑐𝑎𝑙 + 𝐴𝐿        (5) 

where 𝑀𝐿 is the radiance multiplicative scaling factor for the given band, 𝐴𝐿 is the radiance 

additive scaling factor for the given band and 𝑄cal is raw value of the given band also known 

as Digital Number (DN) value. 

     𝑇𝑇𝑜𝐴 =  
𝐾2

ln(
𝐾1

𝐿𝛾,𝑇𝑜𝐴
 + 1)

− 273.15       (6) 

where K1 and K2 are the thermal conversion constants for the given band. 

To calculate LSE, we used equations 7 and 8 which require, in turn, the estimation of the 

Proportion of vegetation (Pv) (Eq. 9). 
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     𝐿𝑆𝐸10 = 0.0015 × 𝑃𝑣 + 0.9843      (7) 

     𝐿𝑆𝐸11 = 0.0011 × 𝑃𝑣 + 0.9885      (8) 

     𝑃𝑣 =  
𝑁𝐷𝑉𝐼 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

𝑁𝐷𝑉𝐼𝑚𝑎𝑥 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛
        (9) 

where NDVImax = 0.5, and NDVImin = 0.2.  

b.  Using raw satellite data and climate data 

This approach adopts an end-end mechanism, consisting of using directly the 12 available 

raw Landsat 8 bands combined with climate data (Ta and Rg). 

 

Fig. 2. The flowchart of the approach. 

To evaluate the CatBoost model, the Root Mean Squared Error (RMSE) (Eq. 10) was used. 

 𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖−𝑦�̂�)2𝑁

𝑖=1

𝑁
 (10) 

The flowchart steps were implemented using Python language and DST[26] and 

ClimateFiller libraries[27]. 

 

Following a 3-fold cross-validation technique, the CatBoost model yielded an RMSE of 

27.54 W.m-2 using the first approach, and 27.05 W.m-2 using the second approach, as 

indicated in Table 2.  

Table 1. The RMSE values for the two data combination approaches. 

Fold Raw bands NDVI & LST 

1 25.789654 32.004610 

2 28.713678 26.063326 

3 26.632358 24.541034 

Average 27.045230 27.536323 
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The results show no significant difference in terms of RMSE for both feature sets. These 

findings suggest that you can achieve accurate LE estimation relying solely on the raw 

spectral bands. This approach presents various advantages. It is computationally efficient 

since it eliminates the need to acquire additional data such as LST or deriving vegetation 

indices that may involve additional computation power. It is also practical in operational 

settings, especially for real-time monitoring applications where efficiency and timeliness are 

critical. 

However, it's essential to consider whether there are specific scenarios or conditions where 

using indices and derived parameters might provide an advantage. Further investigation 

includes analysing the approach when using different land cover types (different crops) or 

challenging environmental conditions and testing it for other applications such as yield 

estimation and soil moisture retrieval. 

 

This study examined two data-driven methods to estimate Latent heat flux (LE). The first 

incorporates climate data, NDVI, and LST, while the second uses climate data along with 

raw Landsat 8 bands. We gathered in-situ data from a flux station within our study area which 

is a rainfed wheat field. The data includes air temperatures, global solar radiation, and 

measured LE from 2015 to 2018. The CatBoost model achieved an average RMSE of 27.54 

W.m-2 for the first method and 27.05 W.m-2 for the second, through 3-fold cross-validation. 

Our future scope involves generalizing the approach and testing it for other applications.  
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